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Behavioral/Cognitive
Reward-Dependent Modulation of Movement Variability
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Movement variability is often considered an unwanted byproduct of a noisy nervous system. However, variability can signal a form of
implicit exploration, indicating that the nervous system is intentionally varying the motor commands in search of actions that yield the
greatest success. Here, we investigated the role of the human basal ganglia in controlling reward-dependent motor variability as mea-
sured by trial-to-trial changes in performance during a reaching task. We designed an experiment in which the only performance
feedback was success or failure and quantified how reach variability was modulated as a function of the probability of reward. In healthy
controls, reach variability increased as the probability of reward decreased. Control of variability depended on the history of past rewards,
with the largest trial-to-trial changes occurring immediately after an unrewarded trial. In contrast, in participants with Parkinson’s
disease, a known example of basal ganglia dysfunction, reward was a poor modulator of variability; that is, the patients showed an
impaired ability to increase variability in response to decreases in the probability of reward. This was despite the fact that, after rewarded
trials, reach variability in the patients was comparable to healthy controls. In summary, we found that movement variability is partially
a form of exploration driven by the recent history of rewards. When the function of the human basal ganglia is compromised, the
reward-dependent control of movement variability is impaired, particularly affecting the ability to increase variability after unsuccessful

outcomes.
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Introduction

How shall I know, unless I go to Cairo and Cathay, whether or
not this blessed spot is blest in every way?
Edna St. Vincent Millay, 1922

Movement variability is often considered an unwanted and un-
avoidable byproduct of noise in the nervous system. However,
behavioral evidence suggests that variability serves a critical role
in motor learning (Tumer and Brainard, 2007; Wu et al., 2014).
Variability may benefitlearning because carefully controlled fluc-
tuations in motor output can serve as a form of exploration,
allowing the animal to find a better solution for achieving a goal.
Indeed, variability fluctuates in response to changes in probabil-
ity of success and failure. For example, humans increase their
movement variability during periods of low success or minimal
feedback, which is thought to reflect a search for a rewarding
outcome (Izawa and Shadmehr, 2011; Galea et al., 2013). Simi-
larly, monkeys increase the variability of their saccadic eye move-
ments, altering peak velocity, latency, and amplitude, when their
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movement is not paired with reward (Takikawa et al., 2002).
When variability in a lever-pressing task is rewarded instead of
repetition, pigeons can produce highly variable lever sequences
similar to those produced by a random number generator (Page
and Neuringer, 1985).

Deciding whether to repeat a movement or vary one’s actions
depends on the ability to predict future occurrences of punish-
ment or reward. The difference between the actual and expected
outcome is reward prediction error, which relies on dopamine-
dependent processes (Schultz et al., 1997). It is therefore not
surprising that variability, especially in terms of goal-directed
exploration, has been linked to dopamine and the basal ganglia.
In songbirds, the source of variability in song production is be-
lieved to be in brain structures homologous to the mammalian
basal ganglia (Kao et al., 2005; Olveczky et al., 2005). Activating
striatal D1 and D2 receptors in mice alters the decision process to
stay with or switch from the current behavior to obtain reward
(Tai et al., 2012). During periods of low variability, administra-
tion of a D2 agonist increases variability in rats (Pesek-Cotton et
al., 2011). In humans, a D2 antagonist abolishes the increase in
variability observed during periods of low reward (Galea et al.,
2013).

Given this potential link between control of movement vari-
ability and the basal ganglia, we hypothesized that patients with
basal ganglia dysfunction would have difficulty controlling their
motor variability in response to reward prediction errors. Indeed,
patients diagnosed with Parkinson’s disease (PD) are known to
have difficulties in certain cognitive learning tasks that depend on
trial and error feedback (Knowlton et al., 1996), with some evi-
dence suggesting a specific learning deficit based on negative re-
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Table 1. Clinical characteristics of the PD group
SubjectID  Age

Handedness Sex Disease duration (y) Motor UPDRS  Total UPDRS

PD1 7 R Foo4 10 18
PD2 51 R F o025 7 12
PD3 65 R M4 8 23
PD4 61 R Fo5 9 14
PD5 65 R Mo 5 23
PD6 68 R M2 6 6
PD7 61 R M1 4 6
PD8 61 R M4 4 7
PD9 62 R Fo05 9 13

ward prediction errors (Frank et al., 2004; Frank et al., 2007; Bodi
et al., 2009). Here, we considered a reaching task and provided
subjects with binary feedback about the success of the reach. We
manipulated the probability of reward and quantified the result-
ing changes in variability in healthy and PD populations.

Materials and Methods

Subjects. A total of n = 26 subjects participated in our study. Among
them were n = 9 mildly affected patients diagnosed with PD (63 * 6.9
years old, including 4 females and 5 males) and #n = 8 healthy age-
matched controls (65 = 8.1 years old, including 4 females and 4 males).
Because the dopaminergic system naturally undergoes degeneration with
aging (Fearnley and Lees, 1991; Vaillancourt et al., 2012), we also in-
cluded in our study a group of n = 9 healthy young controls (25 * 5.6
years old, mean = SD, including 7 females and 2 males) for comparison.
All participants provided consent by signing a form approved by the
Johns Hopkins University School of Medicine Institutional Review
Board.

PD patients. All PD patients were free of dementia as assessed by a
Mini-Mental Status Examination (Folstein et al., 1975) on which all sub-
jects scored better than 28. Clinical severity was measured by using the
Unified Parkinson’s Disease Rating Scale (Movement Disorder Society
Task Force on Rating Scales for Parkinson’s disease, 2003), the results of
which are provided in Table 1. All subjects were free of musculoskeletal
disease and had no neurological disease other than PD, as confirmed by a
neurologist. All subjects were taking dopamine agonist medications at
the time of testing.

Behavioral task. The experimental task was similar to those described
in a previous study (Izawa and Shadmehr, 2011). Participants made
shooting movements toward a single target in the horizontal plane hold-
ing onto the handle of a two-joint robotic manipulandum (Fig. 14). An
opaque screen was placed above the subject’s arm, upon which a video
projector painted the scene. At the start of each trial, a target of 6° width
in reach space located 10 cm from start was displayed at 90° from hori-
zontal. This single target was used for all trials through the experiment.
Participants were instructed to make quick, shooting movements so that
the robotic handle passed through this target. Once the participant fin-
ished a movement, the robot again guided the hand back to the start
position.

Success was indicated after every reach via an animated target explo-
sion when the participant’s hand passed through an experimentally con-
trolled rewarding target region. Movements were also required to have a
reaction time (RT) of <0.6 s and a movement time (MT) of <1 s to be
successful. After a successful reach, a point was added to the participant’s
score, which was displayed throughout the experiment. This target ex-
plosion and point were the reward given in our task. Participants were
compensated for their time and the total payment was not based on task
score.

All participants first performed a familiarization block of 50 trials in
which full visual feedback of the movement was provided via a projected
cursor (5 X 5 mm) representing hand position. These movements were
performed in a OROT condition in which participants were rewarded if
they passed within a region of =4° (in reach space) centered at 0°, the
target center (rewarding target region is highlighted in gray in Fig. 1 A, B).
A clockwise rotation is defined as positive. After this initial block of
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Figure 1.  Experimental setup. A, Participants held the handle of a robotic manipulandum

and made “shooting” movements through a target located 10 cm away from start. A screen was
placed over the subject’s hand to obscure the view of their arm and the robotic handle. B, During
thefirst 50 trials of the experiment, a cursor was projected onto the screen to provide the subject
with visual feedback of their movement (C+). After these 50 trials, the cursor was shut off
(C—). For the remaining trials, the only feedback the participant received was a brief target
explosion and a point added to their score after a successful trial. The gray area indicates the
region through which the participant needed to reach to receive successful feedback. In the
second half of the experiment, this region was held constant and the probability of receiving a
reward (if the hand crossed through this area) was manipulated.

training, cursor feedback was shut off and participants did not receive
visual information about the handle position for the remainder of the
experiment. The only performance feedback that participants continued
to receive was regarding success or failure of the trial. After the visual
cursor feedback was removed, participants performed another block of
50 trials in the OROT condition. Participants next experienced a block of
100 trials in which, unbeknownst to the subject, the rewarding target
region was shifted and centered at +4° from midline, referred to as the
+4ROT condition (reaches were now rewarded if they fell between 0°
and +8°, as illustrated in Fig. 1 A, B). This block of trials was followed by
two blocks of 50 trials in which the rewarding target region was adjusted
again and then returned back to the OROT condition. Subjects then
performed a block of 100 trials in a —4ROT condition (reaches now
rewarded if they fell between —8° and 0°). Two blocks of 50 trials in the
OROT condition followed this perturbation.

For the remainder of the experiment, the participants performed two
blocks of 200 trials in the OROT condition, but the probability of reward
was now controlled. For example, in the 40% reward condition, if the
movement placed the cursor in the rewarding target area, the probability
of reward was 40%. This reward probability was altered and left constant
for 25 sequential trials. Participants experienced each reward condition
of 40%, 60%, 80%, and 100% over two separate 25 trial intervals, as
shown in Figure 1B.

Data analysis. Hand position and velocity were recorded at the robotic
handle at 100 Hz and analyzed offline with MATLAB R2009b. The main
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A B C angle in last 25 trials), or reach peak veloc-
. Control (young) 03. 06 ity (F,,5) = 0.877, p = 0.430, average
] : ] i locity in last 25 trials).
] ] (8ulR+) ] maximum ve .
1 0.2 ﬁ 0al P(IAUlR+) After this baseline block, cursor feed-
0 1 1 back was removed (C— trials, Fig. 1B) and
0.1 p(AuR-)  g,]1 % p(lAulR-) =
] : : participants performed another block of
o] 0l < OJ]M—. 50 trials in the OROT condition. We again
found no statistically significant differ-
. Control (aged) 03- 0.5- ences across groups in terms of the num-
e ] ] ber of successful trials (F, =0.967,p =
o > > (2,25) ’
2 Z 021 £ 04; 0.395, one-way ANOVA for reward in last
g 0 g 01 g 0 2' 25 trials), reach variability (trial-to-trial
5 a - a ] change in reach direction, F, 55, = 0.677,
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K 8 0l o.m p = 0.517, one-way ANOVA for average
absolute difference in reach angle in last
8 PD 0.3 06- 25 trials), or reach peak velocity (F, ,5) =
. ] 1.578, p = 0.228, average maximum ve-
0.2 4 0.4+ locity in last 25 trials).
0 1 1 Therefore, the patients were able to
0.14 0.2 .
] perform the task successfully even with
8 i : . . 0 0+ the absence of visual feedback. In addi-
0 200 400 -15 0 15 o 5 10 15 tion, there was no evidence of baseline dif-
Trial Change in reach angle (deg) Abs. change in ferences in trial-to-trial reach variability
reach angle (deg)
or success rate across the groups.
Figure 2. Participants responded differently to positive versus negative task outcomes. A, Reach angles of representative

subjects. The gray area indicates the region where the reach would be rewarded. B, Signed change in reach angle for representative
subjects. Plotted in green are the signed changes in reach angle between trial n and n+ 1 for each subject after a successful trial
(R+). The changes in reach angle after an unsuccessful trial (R—) are plotted in red. The fit of these changes to a normal
distribution are plotted over the histogram of each individual’s data. €, Absolute change in reach angle for representative subjects.
The fit of these absolute changes to a folded normal distribution are plotted over the histogram of each individual’s data.

variable for performance was the reach angle of the participant’s move-
ment. First, a reach end point was defined as the point at which the
participant’s hand crossed a circle with radius 10 cm centered at the start
position. A reach angle was calculated for each movement as the angle
between the hand path from start to reach end point and the line con-
necting start to target center.

For each movement, we also calculated the participant’s RT as the
duration of time between target appearance and the hand velocity cross-
ingathreshold of 0.03 m/s. MT was measured from the moment the hand
crossed this initial velocity threshold until movement termination, when
the hand passed a circle with radius 10 cm centered at the start point.
Finally, an intertrial interval (ITIs) was calculated as the time between
movement termination and the appearance of the target for the next trial.

Statistical analysis was performed using IBM SPSS version 22. All one-
way ANOVA were tested for the assumption of homogeneity of variance
using the Levene’s F test for equality of variance. For those one-way
ANOVA tests in which this assumption is violated, the Brown—Forsythe
statistic is reported. In these cases, the Games—Howell post hoc test was
then used. For cases in which the assumption of homogeneity of variance
has been met, the Tukey (HSD) test was used for post hoc analysis.

Results

Baseline reach variability was comparable between groups
Participants began the experiment with a familiarization block
(50 trials) in which visual feedback was provided via a cursor (C+
trials, Fig. 1B). These reaches were performed with veridical vi-
sual feedback (termed OROT condition) in which the invisible
reach reward region (#4° in reach space, gray region in Fig. 1A)
was centered on the visible target (black box in Fig. 1A). We
observed no statistically significant differences among groups in
the number of successful trials (F,,5,,,) = 2.203, p = 0.149,
one-way ANOVA for total reward in last 25 trials), reach variabil-
ity (trial-to-trial change in reach direction, F, ,5, = 0.300, p =
0.743, one-way ANOVA for average absolute difference in reach

Reach variability increased after an
unrewarded trial

In trials 100-500 (Fig. 1B), we shifted the
reward region covertly with respect to the
target, requiring participants to alter their
reach direction to continue receiving re-
ward. Because no cursor feedback was available in these and all
subsequent trials, the only information provided at the end of
each trial was the successful acquisition of reward (R+) or failure
(R—).

During trials 100-200, the reward region was shifted by +4°
(termed +4ROT condition). That is, the reaches were rewarded
only if the hand crossed between 0° and +8° in reach space, as
illustrated in Figure 1B. This block of training was followed by
100 trials of washout in which the reward region was returned to
the OROT condition. Participants then experienced 100 trials in
the —4ROT condition, followed by another 100 trials of washout
in the OROT condition.

Reach angles are plotted in Figure 2A for a typical subject from
each group. (These three participants were selected for display
because they achieved similar scores during this block of trials,
receiving reward on 88.0%, 88.8%), and 89.4% of the 500 trials for
the young control, aged control, and PD patient, respectively.)
The data in Figure 2A suggest that the subjects varied their reach
to find the reward zone. To analyze the data, we quantified how
much the reach angle changed from one trial to the next as a
function of whether the initial trial was rewarded (R+) or not
(R—). In this analysis, we measured change in reach angle « from
trial n to trial n + 1, and represented this change as follows:

Ay =yt — ) (1)
We quantified the change in reach angles after each R+ trial, result-
ing in the conditional probability distribution p(Au|R +) for each
subject (green colored distribution, Fig. 2B). Similarly, we quanti-
fied the change in reach angles after each R— trial, resulting in the
distribution p(Au|R —) (red colored distribution, Fig. 2B). As a
proxy for variability, we also computed the quantity |Au|,
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which provided a measure of the un-
signed “motor exploration” that fol- A
lowed a rewarded or unrewarded trial.
The conditional probability distribu-
tions p(|Au|[R +) and p(|Aul|R —) for 7 7
each subject are plotted in Figure 2C. . 1

We found that, in general, the change in
motor commands was greater after an R—
trial compared with an R+ trial, as indicated
by the fact that the red-colored probability
distributions in Figure 2, B and C, were
broader than the green-colored distribu-
tions. This indicated that, after an unre-
warded trial, the subjects changed their 15 _1' 0 _'5 (') é 10 15 0_'1 5 _,i 0 _'5 (') é 1'0 15
reach angle by a larger amount than after a
rewarded trial. Importantly, in the represen- Change in reach angle (deg)
tative PD patient, the distribution after an
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controls (green distributions, Fig. 2B,C).
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However, the distribution for p(Au|R —)
and p(|Aul|R —) appeared narrower than
normal. This suggested that, for the PD sub-
ject, there was less change in the reach angles
after an unrewarded trial than in the healthy
controls.

To compare reach variability across 0.1
groups after R+ and R— trials, we esti- '
mated p(Au|R +) and p(Au|R —) via a .
normal distribution for each subject first 0 ————————— 0
and then computed the group mean 0 10 20 0
and SD o from the resulting distribution Abs. change in reach angle (deg)
of means. The results are shown in the top
row of Figure 3A. Similarly, we fitted a B Following a rewarded trial
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sured |Au| data for each subject after an
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equation:
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From the estimate of each subject’s mean,
we then computed the probability distri-
bution for each group, as shown in the
bottom row of Figure 3A. The results sug-
gested three ideas: (1) the variability (as
indicated by the width of the distribu-
tions) after a rewarded trial was compara-
ble in the three groups; (2) in all groups,
the variability increased after an unre-
warded trial; and (3) in PD, the variability 0
after an unrewarded trial was smaller than
normal.

Using repeated-measures ANOVA with
reward condition as the within-subject
measure and groups as the between-subject
measure, we found both a significant effect
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Figure3.  PDparticipantsare less sensitive to negative outcomes. A, Group average for the individual subject fit to a normal distribution
for change in reach angle, and fit to a folded normal distribution for the absolute change in reach angle after a successful (R+) or
unsuccessful trial (R—). Shaded area indicates between-subject SEM. B, The mean and SD of the signed change in reach angle and mean
absolute change in reach angle for each group after rewarded or unrewarded trials (R+ or R—). Error bars indicate SEM.
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of condition (R+ vs R—) and a significant interaction between
condition and group for all measures of reach variability. The SD
of Au was significantly affected by reward condition (effect of
condition, F(, 53y = 159.339, p < 0.001) and displayed a signifi-
cant condition by group interaction (F(, 55, = 7.442, p = 0.003).
Similarly, |Au| was significantly affected by reward condition
(F(1,23) = 193.806, p < 0.001) and displayed a significant condi-
tion by group interaction (F,,3, = 6.231, p = 0.007). We ob-
served that, across all groups, these measures were greater after an
R— trial than an R+ trial ( post hoc on condition; p < 0.001 for SD
of change; p < 0.001 for absolute mean change).

A post hoc test in which we analyzed each condition individu-
ally revealed that, after an R— trial, variability was significantly
different between the PD and the young control groups. After an
R— trial, the SD of Au was significantly smaller in the PD group
(p = 0.015, ne-way ANOVA, F, ,5, = 4.641, p = 0.030). Simi-
larly, after an R— trial, the measure |Au| was significantly smaller
in the PD group (p = 0.040, after one-way ANOVA on mean
absolute change in reach angle, F, ,5, = 3.640, p = 0.042). How-
ever, there were no statistically significant differences between the
young and age-matched controls for either measure (p = 0.367
for SD of signed change, p = 0.775 for mean absolute change) nor
between the PD and age-matched controls (p = 0.277 for SD of
signed change, p = 0.175 for mean absolute change), indicating
that, in this part of the experiment, behavior of the age-matched
subjects fell somewhere between the young controls and PD
patients.

In addition to the above changes in reward-dependent vari-
ability of motor output, there were also small but consistent
changes in the biases of the motor commands, particularly after
an R— trial in the two control groups, as shown in the right
column of Figure 3A. We found that, after an R— trial, the control
groups preferred a change in reach angle that was slightly clock-
wise to the previous movement (an effect of condition on the
mean change in reach angle, F(, ,5, = 6.293, p = 0.020; and con-
dition by group interaction F, ,5) = 1.512, p = 0.021). This bias
was not significantly different between the two control groups
(p = 0.775, after a one-way ANOVA on mean change in reach
angle after an R+ trials, F(, ,5) = 3.640, p = 0.042) and the PD
patients did not show this bias in behavior (p = 0.047 PD vs
young control, p = 0.017 PD vs age-matched controls). Pres-
ence of this bias after an R— trial is interesting because it is in
the direction for which the effective mass of the arm becomes
smaller (Gordon et al., 1994), resulting in movements that
have reduced effort.

In contrast to the between group differences after R— trials,
the various groups behaved similarly after an R+ trial. A post hoc
test in which we analyzed each condition individually revealed
that, after an R+ trial, the mean change in reach angle did not
differ significantly between the three groups (one-way ANOVA
on mean change in reach angle after an R+ trial, F, ,5, = 0.512,
p = 0.606). After an R+ trial, variability was also not different
among the PD, aged, and young groups (one-way ANOVA on SD
of signed change in reach angle after an R+ trial, F(, ,5, = 0.590,
p = 0.563; on mean absolute change in reach angle after an R+
trial, (s ,5) = 0.512, p = 0.606).

Was this policy of changing the reach angle after an unsuccess-
ful trial useful in acquisition of reward? We found that the PD
patients had a lower average score (number of rewarded trials) at
the end of the +4ROT and —4ROT conditions (post hoc com-
parisons, p = 0.038 and p = 0.007 against age-matched and
young controls, respectively, after a significant one-way ANOVA
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on total reward in last 25 trials from both blocks, F(, 1605y =
6.638, p = 0.008). Therefore, after an unsuccessful trial, increas-
ing the reach direction variability was a good strategy for acquir-
ing more reward.

In summary, when a motor command was rewarded (R+
trials), the trial-to-trial change in the command was similar
across all three groups. When a motor command was not re-
warded (R— trials), there was a larger trial-to-trial change. How-
ever, after an R— trial, the PD patients changed their movements
less than the control groups in terms of both a bias in behavior
and the variability around that bias. This hinted that sensitivity to
an unrewarded trial was lower in PD than in controls. To test
systematically for the relationship between reward and change in
motor commands, we performed an additional experiment.

Relationship between probability of reward and

reach variability

To test directly whether the absence of reward resulted in in-
creased trial-to-trial change in the reach angles, we controlled the
probability of reward on each trial (final 400 trials of Fig. 1B). In
this part of the experiment, all trials were in the OROT condition
but we regulated the probability of reward: if the subject’s reach
placed the unseen cursor in the reward region, reward was pro-
vided at a probability of 40%, 60%, 80%, or 100% for bins of 25
trials, as shown in Figure 1B.

For each subject, we computed the mean and SD of Au in
each probability condition, as well at the mean of |Au|. As
illustrated in the left column of Figure 4A, we observed no
effect of reward condition on the mean Au, nor an interaction
between reward condition and group (effect of reward condi-
tion, F(; 350.54258) = 1.582, p = 0.212 and condition by group
interaction F(4 ;1 54.055) = 2.249, p = 0.066). Therefore, dur-
ing this second portion of the experiment, there were no biases
in the trial-to-trial changes in reach angle. Importantly, in the
healthy groups both measures of motor variability (left col-
umn of Fig. 4 B, C) were largest when the probability of reward
was lowest and then gradually declined as the probability of
reward increased. Therefore, in healthy controls, we found
that a lower probability of reward coincided with larger trial-
to-trial change in reach angle.

This reward-dependent modulation of variability was missing
in the PD group. Rather, the PD patients appeared to exhibit
approximately the same level of Au across all reward probabili-
ties. A repeated-measures ANOVA with reward probability as the
within-subject measure and groups as the between-subject mea-
sure found a significant group by reward interaction for both the
SD of Au (Fig 69) = 3.096, p < 0.001) and mean of |Au| (Fg g0, =
4.699, p < 0.001). A post hoc test in which we analyzed each group
individually revealed a significant effect of reward probability for
both control groups (one-way ANOVA on reward probability for
the SD of Au, F5 3,y = 6.122, p = 0.002 for aged controls and
F335) = 8.648, p < 0.001, and for |Aul, F(5 3,, = 6.51, p = 0.002,
for aged controls and F(; 35, = 9.01, p < 0.001 for young control).
In contrast, in the patients, we found no significant effect of
reward probability on the SD of Au (F; 35, = 0.271, p = 0.846,
one-way ANOVA on reward condition) or on the mean of |Au
(F(3,35) = 0.281, p = 0.839, one-way ANOVA on reward condi-
tion). Notably, the three groups had similar performance during
the highly rewarded condition for both measures of variability
(one-way ANOVA on 100% reward condition alone, F,,,, =
2.171, p = 0.135 for SD of signed change, F, ,,) = 0.868, p =
0.432 for mean absolute change). These results indicated that the
PD patients were not impaired in responding to successful trials,
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but instead did not adjust their level of
variability in response to unsuccessful
trials.

The left column in Figure 4 displays
the reward probabilities that were experi-
mentally imposed. However, this proba-
bility does not necessarily equal the
probability of reward that the subjects
actually experienced during the experi-
ment. To examine this question, in the
middle column of Figure 4, we plotted the
changes in our behavioral measures over
the actual reward probability achieved. To
compare the relationship of these mea-
sures against the probability of reward, for
each subject, we applied a linear regres-
sion and estimated the slope (right col-
umn, Fig. 4). We found that the PD group
exhibited a significantly smaller slope
than the two control groups for both mea-
sures of variability (Au, post hoc p = 0.025
vs young, and p = 0.003 vs aged, after
a significant effect of group, one-way
ANOVA, p = 0.003, F,,5, = 7.606; |Aul
posthocp = 0.031 vs young, and p = 0.003
vs aged, after a significant effect of group,
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one-way ANOVA, p = 0.003, F(,,5 =
7.686). There was no difference in slope
across the two control groups for either
measure (p = 0.575 age-matched vs
young controls, SD of signed change; p =
0.502, mean absolute change). In addi-
tion, there was no differences across

7

slope

Mean abs. change
in reach angle (deg)

groups for the mean change in reach angle
during this experimental session (one- PD
way ANOVA, F, 55, = 2.062, p = 0.150). J—

In summary, in the two control
groups, the probability of reward signifi-
cantly modulated the change in motor
output: as reward probability decreased,
the trial-to-trial change in reach angles in-
creased. In contrast, in PD patients, the
probability of reward was not a significant
modulator of variability.

Figure 4.

Sensitivity to history of reward

To describe the relationship between changes in motor variability
and reward mathematically, we extended our trial-to-trial analy-
sis to include the history of reward. In Figure 5A, we have plotted
|Au| as a function of the history of reward (for this analysis, we
have included data from all trials, 1-900, from both parts of the
experiment). To describe the history of past rewards, we consid-
ered all possible combinations of successful and unsuccessful
feedback for three consecutive trials. This history of reward for
three consecutive trials was represented by variables R(n), R(n —
1), and R(n — 2), indicating whether the subject was successful in
trials n, n — 1, and n — 2, respectively. In Figure 5A, history of
reward is plotted as a binary vector, ordered from left to right
along the x-axis. All combinations are considered, starting from
three consecutive successful trials [R(n) = 1, R(n — 1) = 1, and
R(n —2) = 1 on the left, to three consecutive unsuccessful trials
(R(n) =0,R(n — 1) = 0, R(n — 2) = 0 on the right]. We found
that across groups, |Au| was largest when the last three trials had

60
Reward condition (%)

80 0 20 40 60 80 100

Probability of reward (%)

100

Reward-based modulation of reach variability is impaired in PD. The first column of each row displays group data
indicating the average of each behavioral measure within each reward condition. Error bars indicate SEM. The second column of
each row plots the individual subject data indicating the average of each performance measure against the actual probability of
reward experienced during each condition. The third column of each row plots slope of the relationship between performance
versus probability of reward fitted to each individual subject. Error bars indicate SEM. A, Mean of signed change in reach angle. B,
SD of signed change in reach angle. (, Mean absolute change in reach angle.

been unsuccessful. A repeated-measures ANOVA with reward as
the within-subject measure and group as the between-subject
measure produced a significant effect of reward history on |Au|
(p <0.001, F; 161y = 45.073), as well as an interaction between
group and reward (p < 0.001, F(;, ,6,) = 3.453), suggesting that
sensitivity to unsuccessful trials was smaller in PD patients com-
pared with the other two groups.

To quantify this relationship across each participant, we for-
mulated a state-space model to relate |Au| to the history of the
past rewards as follows:

|Au(n)| = ay(1 — R(n)) + a,(1 — R(n — 1))
+a,(1 —R(n—2))+& (3)

In the above equation, the change in reach angle on trial # is
written as a function of reward history in the last three trials. The
term «, represents sensitivity to failure in the current trial and the
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Figure5.  Sensitivity to positive and negative outcomes. 4, Group data for the absolute change in

reach angle between trials n and n + 1 as a function of the reward history for the three most recent
trials [R(n), R(n — 1), R(n — 2)]. Error bars indicate SEM. B, A state-space model was used to deter-
mine each subject’s change in reach angle as a function of the past history of reward. Here, o, repre-
sents sensitivity to reward prediction error in the current trial, v, represents sensitivity to reward
prediction error in trial n — 1, and € is the variability in the movements that is not accounted for by
reward prediction errors. Data indicate group average. Error bars indicate SEM.

term o represents sensitivity to failure in the previous trial. The
term ¢ is the variability that cannot be explained by the recent
history of failures. A large «, indicates that, after an unsuccessful
reach on the current trial, there is a large change in reach angle.
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We fitted the above equation to the data from each participant
and plotted the parameter values in Figure 5B. We found that,
across all groups, sensitivity was largest to failure in the current
trial and then this sensitivity declined with trial history, as
follows: @y > a; > . A repeated-measures ANOVA with sen-
sitivity as the within-subject measure and group as the between-
subject measure found a significant effect of sensitivity (F, 45 =
90.222, p < 0.001) and a significant group by sensitivity interac-
tion (Fy 46 = 4.363, p = 0.004). Sensitivity to failure in the
current trial o, was significantly smaller in PD patients than in
the two control groups (p = 0.032 for young, p = 0.014 for aged).
There were no differences between this sensitivity value for the
control groups (p = 0.657).

Although the PD patients did respond to negative reward pre-
diction error, as evidenced by a nonzero ¢« value (z-test, p <
0.001), they appeared to be less affected by this feedback and did
not adjust their motor commands to the same extent as the con-
trols. PD patients were also less affected by reward prediction
errors from trials further in the past. The « values for these par-
ticipants quickly decreased to the point where the a, was not
significantly different from zero (z-test, p = 0.407).

Once exploration successfully leads to reward, the best
strategy is to maintain this performance. This behavior is cap-
tured by the & value, which determines the change in reach
angle after a series of rewarded trials. The PD patients had a
similar & value as the control groups (no effect of group on a
one-way ANOVA, F, ,5) = 2.642, p = 0.093), indicating that
these participants had the same amount of variability after a
rewarded trial. This fact is further supported by the similar
trial-to-trial changes that were observed across groups during
the initial baseline blocks and in the 100% reward condition,
in which many trials were rewarded and motor exploration
was unnecessary.

In summary, trial-to-trial change in motor output was par-
tially driven by the history of reward. These changes were most
sensitive to reward prediction error in the current trial and had
smaller sensitivity to prediction errors in the previous trials. In
PD patients, reward induced variability that was similar to the
control group. However, if the trial was not rewarded, the result-
ing variability was abnormally small.

Time between movements and other factors

Learning from error is affected by the time that passes between
the trial in which the error is experienced and the after trial in
which the change in motor output is assayed. For example,
differences in intertrial intervals (ITIs) have been shown to
alter adaptation rates (Bock et al., 2005; Francis, 2005; Huang
and Shadmehr, 2007) as well as movement speed (Haith et al.,
2012). Indeed, with passage of time between movements, the
error-dependent change in the motor memory may decay
(Yang and Lisberger, 2014). It is possible that a similar time-
dependent decay process may modulate the influence of re-
ward in one trial on the variability of movements in the
subsequent trial. We therefore tested whether the patient and
control populations experienced similar ITIs.

For each trial, we calculated the ITI between consecutive
trials (duration of time between the end of trial #, and the start
of trial n + 1), the RT, and the MT. Across the experiment,
both the age-matched controls and the patients exhibited oc-
casional trials with a very long RT or ITI, which produced
asymmetric distributions. We computed a robust mean of the
data for each subject by fitting the data of each participant
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with an exponentially modified Gaussian function (termed
ex-Gaussian; Izawa et al., 2012b) as follows:

A A
fix|m o, A) = 5 exp (Z(ZM + Ao” — 2x)>

(e )

In the above expression, w is the robust mean and o is the robust
SD of the normally distributed component of the data, and the
parameter A describes the exponentially distributed component,
accounting for the positive tail that arises from the few, unchar-
acteristically long durations. To compare various groups, we rep-
resented the data for each subject via the robust mean w of their
data.

We observed an ITI of ~2.2 s for each group (2.18 = 0.10 s for
young controls, 2.19 = 0.16 s for aged, and 2.22 * 0.20 s for PD,
mean = SD) and noted no statistically significant differences
among the groups (F(, ,5) = 0.182, p = 0.835, one-way ANOVA
for average ITI across all 900 trials). This demonstrated that the
time between trials was not different between groups.

However, we did find a significant effect of group on RT and
MT data (F,,5 = 4.718, p = 0.019 and F, ,5) = 12.024, p <
0.001, one-way ANOVA for average RT and MT across all 900
trials). Here, the PD group exhibited a slightly longer RT (0.28 =
0.02 s, mean * SD) and MT (0.32 * 0.06 s) than the young
controls (RT: 0.24 = 0.03 s, MT: 0.21 * 0.02 s), which was a
statistically significant difference (p = 0.015and p < 0.001 for RT
and MT, post hoc analysis). Crucially, we did not observe any
significant differences between the age-matched controls (RT:
0.25*+0.02 s, MT:0.27 = 0.05 s) and the PD patients in measures
of RTand MT (p = 0.212 and p = 0.094, post hoc for RT and MT,
respectively).

Discussion

We examined the hypothesis that variability in motor commands
is partly driven by the history of reward. Our hypothesis made
two predictions. First, trial-to-trial change in motor commands
should reflect the success or failure of each movement. Subjects
should stay with their current motor command if the trial was
successful, but change if it was not. As a result, the search for a
rewarding outcome should lead to large performance variability
during periods of low reward probability, but low variability dur-
ing periods of high reward probability. Second, reward-
dependent motor variability should be dependent on the
integrity of the basal ganglia. As a result, if the ability of the brain
to encode reward prediction error is compromised, then the trial-
to-trial change in motor commands in response to failure will
also be affected. We tested our ideas in three groups of people:
young controls, age-matched controls, and PD patients. Because
aging is associated with decreases in dopamine neurons (Fearnley
and Lees, 1991; Vaillancourt et al., 2012) and impaired physio-
logical representations of reward processing (Schott et al., 2007;
Chowdhury et al., 2013), we suspected that the process of aging
may contribute to deficits in control of reward-dependent motor
variability.

We considered a reaching task in which the only performance
feedback was success or failure of the trial. We observed that,
during periods of low reward probability, both young and age-
matched controls exhibited large intertrial changes in reach an-
gle, but these changes were smaller in PD. To estimate the
relationship between change in reach angle and history of success,
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we considered a state-space model in which the change in motor
command from one trial to the next was driven by the recent
history of reward. (A similar model was used to represent trial-
to-trial change in dopamine as a function of the history of reward;
Bayer and Glimcher, 2005.) We found that the control partici-
pants were highly sensitive to failure in the most recent trial (in-
dicated by a high «, value), changing their reach angles in
response to an unrewarded outcome. Patients with PD also
showed the greatest dependence on the outcome of the most
recent trial, but exhibited smaller than normal sensitivity to fail-
ure. Compared with controls, the PD patients had similar levels
of variability during periods of high reward probability, but a
much smaller change in trial-to-trial reach angle after unre-
warded trials. Our results consistently indicated that PD patients
were impaired at increasing their variability, but only in re-
sponse to unrewarding outcomes. However, we did not ob-
serve statistically significant differences in these measures
between the aged and young controls, indicating no major
effect of aging in this task.

By our measures, the impairment in the PD patients was a
reduced ability to increase their variability to search the task space
and achieve reward. It is thought that one source of motor vari-
ability arises during execution due to the noise in the peripheral
motor organs, including motor neurons (Jones et al., 2002).
However, variability exists in neural activity during motor plan-
ning in the premotor cortex, which also contributes to variability
in movement execution (Churchland et al., 2006). We think it is
reasonable that the motor variability observed in a typical motor
control experiment is composed of motor noise arising from
both the peripheral and CNS. Importantly, the baseline motor
variability of PD was comparable to that of healthy controls,
suggesting that the motor noise in the peripheral motor organs
was not influenced by PD; rather, it appeared that PD specifically
reduced the ability to modulate motor planning noise in response
to negative reward prediction error.

In our task, the PD patients were less likely to increase their
performance variability after a negative reward prediction error,
indicating a reluctance to switch from their current action despite
the lack of success. This result is similar to other studies finding
that PD patients may settle on a less than optimal solution to
complete a task (Shohamy et al., 2004; Vakil et al., 2014), which in
this instance is persistence instead of exploration. A major limi-
tation of our study however, was that the patients in our PD
group were only tested while on their usual schedule of medica-
tion. Therefore, our results cannot be attributed to the disease
state alone. Because PD patients experience significant discom-
fort during periods of withdrawal from their medication sched-
ule, we chose to not collect data from an experimental group of
PD patients in the off-medication state. In addition, PD is char-
acterized by bradykinesia, a slowing of movements, making it
possible that, in the off-medication state, they may not have been
able to perform the motor components of this task adequately.

Due to this limitation in our study design, we cannot separate
the contributions of disease state from the effects of medication
on response to reward. Several studies suggest that, when the
patients are on medication, they are specifically impaired at
learning from negative reward prediction errors (Frank et al.,
2004; Frank et al., 2007; Bodi et al., 2009). Although deficits have
been reported in many associative learning tasks, this has not
proven to be ubiquitous. The heterogeneity of results is believed
to be due to differences in task demands, clinical severity of the
disease, and, importantly, the presence or absence of medication
(Cools etal., 2001; Frank et al., 2004; Shohamy et al., 2006; Frank
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et al., 2007; Bodi et al., 2009; Rutledge et al., 2009). Even in
healthy controls, dopaminergic agents have been found to alter
the ability to learn during feedback-based tasks (Pessiglione et al.,
2006; Pizzagalli et al., 2008). The administration of L-DOPA to
healthy older adults has been found to improve performance in a
reward-based task in some participants, but impair performance
in others, depending on baseline levels of dopamine (Chowdhury
etal., 2013). Even the selection of low-level parameters of move-
ment, such as the velocity, acceleration, and latency of an action,
are thought to be affected by dopamine (Mazzoni et al., 2007; Niv
et al., 2007; Shadmehr et al., 2010; Galea et al., 2013). With such
an interplay between behavior and dopamine levels, we cannot
rule out the possibility that the deficits observed in the PD group
after an unrewarded trial in our study are not simply due to the
dopaminergic medication.

Despite impairments in learning from reward prediction er-
rors, PD patients exhibit normal behavior in many motor learn-
ing tasks. PD patients are able to perform comparably to controls
on motor skill and mirror inversion tasks while on medication
(Agostino et al., 1996; Paquet et al., 2008). Several studies have
shown that PD patients adapt to visuomotor rotations as well as
control participants, although consolidation of this learning is
impaired in those with the disease (Marinelli et al., 2009; Bédard
and Sanes, 2011; Leow et al., 2012; Leow et al., 2013). This intact
performance during motor adaptation in PD is presumably due
to their ability to recruit learning processes that do not depend on
reward prediction errors, such as learning from sensory predic-
tion errors which may depend on the cerebellum (Izawa et al.,
2012a). Indeed, we previously found distinct signatures of learn-
ing from sensory versus reward prediction errors and suggested
that the basal ganglia structures were responsible for altering
movements in response to reward (Izawa and Shadmehr, 2011).
Motor adaptation may employ several learning processes, includ-
ing control of error sensitivity (Herzfeld et al., 2014) and rein-
forcement of action through reward (Huang et al, 2011).
Consolidation may depend on some or all of these processes. The
question of motor memory consolidation and its possible depen-
dence on function of the basal ganglia remains to be more fully
explored.

In conclusion, we found that trial-to-trial change in motor
commands was driven by the history of past rewards. Control of
variability was most sensitive to a recent unrewarded trial, result-
ing in increased variability that explored the task space for a more
rewarding solution. Therefore, during periods of low reward
probability, the healthy brain increased motor variability. This
control of variability appeared to depend on the integrity of the
basal ganglia because PD patients on medication exhibited im-
paired sensitivity to a negative outcome, but normal sensitivity to
a positive outcome.

Our results may be combined with recent ideas about compu-
tational processes in motor learning to suggest that two forms of
prediction error drive trial-to-trial change in motor commands:
sensory prediction errors alter the mean of the motor commands
(Marko et al., 2012), whereas reward prediction errors alter the
variance of the commands. The first form of learning appears to
depend on the integrity of the cerebellum and the second appears
to depend on the integrity of the basal ganglia.
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