
A R T I C L E S

From the viewpoint of vertebrate neurobiology, rhythmic movement
generation is primarily associated with pattern-generator circuits in the
spinal cord and the brainstem. However, it has been difficult to locate
elements of such circuits in higher vertebrates because of the complex-
ity of these nervous structures and their additional modulation by
higher brain centers in the mature system1. In humans, studies of the
development of infant locomotion and microstimulation in patients
with spinal cord injury have provided some behavioral evidence for
pattern generators, again assumed to be on the spinal or brainstem
level2–4. Owing to the ubiquitous presence of rhythmic movements, a
large proportion of behavioral research in motor control uses the
rhythmic pattern generation metaphor as a guiding model5–7.

Conversely, neuroscience research into primate arm movements
has almost exclusively been conducted on discrete and visually guided
reaching8–11, seemingly under the assumption that rhythmic arm
movements are a special case in which the neural-reaching circuit is
used repeatedly. Several prominent computational models of arm
movement are based on discrete strokes between a start and an end
point12,13 or, to generate more complex trajectories, a start and an end
point with intermediate via points14,15, using either extrinsic (for
example, Cartesian) or intrinsic (for example, joint or muscle space)
coordinates to plan and execute the trajectory between these land-
marks16. From this viewpoint, rhythmic arm movement is a sequence
of movements between recurrent via points11,17–19.

However, recent behavioral evidence has created some doubt as to
whether this subsumption of rhythmic arm movement by discrete
movement is appropriate. For instance, a series of studies20–22 have
demonstrated that certain kinematic features of the hand trajectory
in rhythmic arm movement, previously interpreted as signs of seg-
mented movement generation, can actually be accounted for by oscil-
lator-based and/or optimally smooth movement generation, that is,
without the need for any segmentation. Experiments that tested the

possibility of superposition of rhythmic and discrete patterns in arm
movements also concluded that rhythmic and discrete movement
might be two different movement regimes23–25. Similar conclusions
were obtained in a Fitts movement paradigm: in rhythmic perform-
ance, significantly higher movement speed can be tolerated at the
same level of goal accuracy as in discrete movement26. Some initial
computational models have been suggested to make the difference
between rhythmic and discrete movement explicit and to explore the
general value of such theories in computational neuroscience and
behavioral experiments23,27–29.

To examine the difference between rhythmic and discrete move-
ment at a neural level, we compared brain activity in rhythmic and
discrete wrist movements in a 4-Tesla human functional neuroimag-
ing (fMRI) experiment. We predicted that if rhythmic movements
were just a sequence of discrete movements, rhythmic activity (RA)
should be the same as or more than discrete activity (DA), that is, RA
⊇ DA, owing to the extra demands of sequencing. In contrast, if dis-
crete movements were a special case of rhythmic movement—for
example, an aborted limit cycle—we would expect RA ⊆ DA, owing
to the extra demands of terminating an ongoing movement. If dis-
crete activity and rhythmic activity were different units of action,
they should overlap only to some extent and each of them should
have distinct sites of activity.

The task for participants was to perform single-joint wrist flexion-
extension movements inside the scanner (Fig. 1a). In Experiment 1, a
visual signal instructed participants to perform one of three move-
ment conditions: ‘Rhythmic’, ‘Discrete’ or ‘Rest’, each lasting for 30 s
(typical wrist trajectories from these movement conditions are shown
in Fig. 1b). The ‘Rhythmic’ condition required continuous wrist oscil-
lations at a self-chosen comfortable frequency. The ‘Discrete’ move-
ment condition involved a moderately fast flexion-extension
movement; if the start position was a flexed wrist posture, the wrist
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Rhythmic arm movement is not discrete
Stefan Schaal1,3, Dagmar Sternad2, Rieko Osu3 & Mitsuo Kawato3

Rhythmic movements, such as walking, chewing or scratching, are phylogenetically old motor behaviors found in many organisms,
ranging from insects to primates. In contrast, discrete movements, such as reaching, grasping or kicking, are behaviors that have
reached sophistication primarily in younger species, particularly primates. Neurophysiological and computational research on arm
motor control has focused almost exclusively on discrete movements, essentially assuming similar neural circuitry for rhythmic
tasks. In contrast, many behavioral studies have focused on rhythmic models, subsuming discrete movement as a special case.
Here, using a human functional neuroimaging experiment, we show that in addition to areas activated in rhythmic movement,
discrete movement involves several higher cortical planning areas, even when both movement conditions are confined to the same
single wrist joint. These results provide neuroscientific evidence that rhythmic arm movement cannot be part of a more general
discrete movement system and may require separate neurophysiological and theoretical treatment.
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A R T I C L E S

was extended; if the start posture was an extended wrist posture, the
wrist was flexed. Importantly, the movement had to come to a clear
stop between two movements. The onset times for discrete move-
ments were self-chosen at random intervals by each participant after
some practice outside of the scanner. The ‘Rest’ condition required no
movement. In a 6-min session, each condition was presented four
times in a randomized fashion. Eleven participants performed two
such sessions each. Experiment 2 was similar to Experiment 1, but
four movement conditions were required: ‘Rhythmic’,
‘RhythmicRest’, ‘DiscreteRest’, and ‘Rest’. Whereas ‘Rhythmic’ and
‘Rest’ were the same as in Experiment 1, ‘RhythmicRest’ had five brief
pauses during the 30-s time period, and ‘DiscreteRest’ consisted only
of six discrete movements within one 30-s time period. Thus, these
two movement conditions balanced the number of start and stops
between ‘Discrete’ and ‘Rhythmic’ in the two conditions. Six partici-
pants contributed to this experiment. Experiment 3, a control experi-
ment, was the same as Experiment 1, except that both rhythmic and
discrete movement were triggered and maintained by an auditory
metronome signal, denoted as ‘RhythmicSound’, ‘DiscreteSound’ and
‘RestSound’. Eleven subjects participated in Experiment 3, each per-
forming one session at metronome base frequency of 1.43 Hz and one
at 2.14 Hz (see Methods).

In all experiments, we used 4-Tesla fMRI
to scan the entire brain in intervals of 5 s, and
averaged activities over the normalized brain
images of all subjects per experiment. In
addition, for six participants, behavioral
movement data of all movement conditions
was collected outside the scanner. The sum-
mary statistics for these data verified that the
behavioral data was in accordance with the
experimental instructions (Table 1). In par-
ticular, as it is important for our main results,
it should be noted that in Experiment 1 the
peak velocity of the discrete movement was
not significantly different from that of rhyth-
mic movement, as confirmed with a t-test
that did not show significance (P = 0.17).
Thus, the main kinematic parameters of dis-
crete and rhythmic movement in Experiment
1 were comparable.

RESULTS
Experiment 1
As defined according the anatomical notation of Picard and Strick30,
in Experiment 1 (Fig. 2 and Table 2), rhythmic movement activated
solely cerebral areas contralateral to the moving wrist (that is, the left
hemisphere for the right hand in our experiments), in particular pri-
mary sensorimotor and premotor cortices (S1, M1 and PMdc), sup-
plementary motor area (SMA and pre-SMA) and cingulate cortex
(RCZp and CCZ). Ipsilateral activation was only found in the cerebel-
lum. The contributions of these brain areas to rhythmic movement
are not surprising, as they are all motor areas with direct projections
to the spinal cord and/or to M1 and have been found to be involved in
simple movements before30–33. In contrast, discrete movement
showed very different activations in various brain regions, although it
was confined to the same joint. Exclusive to discrete movement (Fig. 2
and Table 2), we observed activity in the contralateral hemisphere in
the rostral part of the dorsal premotor cortex (PMdr), Broca’s area
(BA44, the assumed location of mirror neurons in humans34, a well-
studied motor planning area), parietal cortex (BA7, BA40), the ante-
rior part of the rostral cingulate zone (RCZa) and area BA47.
Moreover, widespread activation occurred in the ipsilateral cerebral
hemisphere and the bilateral cerebellum. These brain regions have
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Table 1  Summary statistics of kinematic movement data collected from six subjects outside the scanner

Inter- Inter-
Amplitude Period Max. velocity No. No. starts + movement movement Duration

Condition (rad) (s) (rad/s) movements stops period (s) variability (s) (s)

Rhythmic (Exp. 1) 1.13 (0.27) 0.79 (0.12) 6.20 (1.75) 78.00 (12.75) 2.00 (0.00)

Discrete (Exp. 1) 1.08 (0.22) 7.18 (2.17) 29.88 (4.80) 59.75 (9.60) 1.00 (0.21) 0.45 (0.36) 0.34 (0.02)

Rhythmic (Exp. 2) 1.20 (0.28) 0.74 (0.13) 6.33 (1.47) 82.62 (15.49) 2.00 (0.00)

DiscreteRest (Exp. 2) 1.19 (0.27) 7.24 (2.61) 6.14 (1.29) 12.28 (2.58) 4.53 (0.43) 1.10 (1.29) 0.35 (0.03)

RhythmicRest (Exp. 2) 1.19 (0.30) 0.76 (0.12) 6.43 (1.82) 65.50 (8.81) 11.40 (2.30)

RhythmicSound (Exp. 3–Slow) 1.14 (0.35) 1.38 (0.15) 4.93 (2.22) 44.00 (5.32) 2.00 (0.00)

DiscreteSound (Exp. 3–Slow) 1.18 (0.34) 6.89 (2.43) 19.00 (1.59) 38.00 (3.18) 1.57 (0.13) 0.67 (0.21) 0.42 (0.04)

RhythmicSound (Exp. 3–Fast) 1.13 (0.33) 0.91 (0.03) 5.35 (2.20) 65.88 (2.25) 2.00 (0.00)

DiscreteSound (Exp. 3–Fast) 1.17 (0.31) 7.01 (2.28) 27.44 (1.86) 54.88 (3.72) 1.10 (0.07) 0.47 (0.23) 0.38 (0.02)

All data are averages across all subjects; 1 s.d. is indicated in parentheses. Amplitude, period and peak velocity were extracted for every flexion or extension movement
individually and then averaged across the trial (see Methods for further details). The number of movements is the sum of the number of flexions plus the number of extensions per
trial. Similarly, the number of starts and stops is the sum of the number of movement starts plus the number of movement stops per trial. Inter-movement period is defined as the
time between two consecutive discrete movements, and inter-movement variability is the standard deviation of this inter-movement period, which indicates how variably a discrete
movement was triggered.

Figure 1 Experimental setup and conditions. (a) View of one participant outside of the scanner,
showing the arm cast and direction of the wrist movements. (b) Angular position traces of wrist
flexion-extension movement of one representative participant. For summary statistics of kinematic
movement data, see Table 1.
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movement starts and stops, which also entailed significantly less
movement in the ‘DiscreteRest’ condition than in the ‘RhythmicRest’
condition; the static holding of the wrist between the few discrete
movements is unlikely to have influenced our data as it has insignifi-
cant effects on BOLD signals39 (Tables 1 and 2; Fig. 3a). Note that we
focused only on contralateral cerebral and ipsilateral cerebellar acti-
vation in Experiment 2 and Experiment 3 (Table 2), as these are of
prime interest. The findings of Experiment 2 (Tables 1 and 2, Fig. 3a)
demonstrated that although ‘DiscreteRest’ involved only six move-
ments in 30 s, when contrasted with ‘RhythmicRest’, it resulted in
more activity in almost all brain areas as the ‘Discrete–Rhythmic’
comparison in Experiment 1 (Fig. 3a, right panel, versus Fig. 2 and
Table 2)—in particular contralateral BA7, BA40, BA47, PMdr and
RCZa. Only for contralateral BA44 and the ipsilateral cerebellum were
these differences not statistically significant.

By contrasting the ‘RhythmicRest’ and ‘Rhythmic’ conditions 
(Fig. 3b), we also tested which parts of the brain were most likely to be
involved in triggering the start and stop of movements. Within the
areas of ‘Discrete-Rhythmic’ from Experiment 1, at the most tolerant
statistical threshold (P < 0.05, uncorrected, which is the most pes-
simistic for our results), only contralateral BA40, the ipsilateral cere-
bellum, a small number of voxels in contralateral pre-SMA and RCZa,
and several ipsilateral areas showed activity in this comparison. No
activity was observed in contralateral PMdr, BA44, BA47 and BA7.

To summarize Experiment 2, we have strong evidence that at least
PMdr, BA7 and BA47 are indeed specific to discrete movement. BA40,
BA44, RCZa and the ipsilateral cerebellum seem to be involved to
some extent in movement initiation and termination, or perhaps, in

been previously observed to participate in point-to-point reaching
movements9,31,35–37 and complex sequential movements32,38. All
these areas are more associated with planning aspects of move-
ment30—that is, they are not primary motor areas. Notably, this dif-
ference between rhythmic and discrete movement was insensitive to
the threshold of Student’s t-value used in our SPM analyses: even at
the most liberal P < 0.05 cutoff (uncorrected for multiple compar-
isons, not shown in figures or tables), the ‘Rhythmic-Rest’ contrast
did not reveal activity in any of the contralateral motor-related areas
specific to discrete movement, that is, PMdr, BA44, BA47, BA7, BA40
and RCZa. Thus, the notable finding was that rhythmic and discrete
movement robustly elicited such large differences in activity.

Experiment 2
To test whether the increased and more widespread activity in discrete
movement was the result of differences in the functional anatomy of
discrete and rhythmic movement and not some other factors, we con-
ducted several control experiments. We proposed that the unequal
number of starts and stops in discrete movement could potentially be
a source of more brain activation. Moreover, even if peak velocity of
rhythmic and discrete movement is roughly the same (Table 1), dis-
crete movement usually has stronger acceleration components than
rhythmic movement, which could have led to stronger blood oxygen
level–dependent (BOLD) signals39 (although the amount of move-
ment was significantly larger in rhythmic movement, as measured, on
average, by the occurrence of 78 flexion and extension movements in
one trial compared with about 30 in discrete movement; Table 1). To
control for such issues, Experiment 2 exactly balanced the number of

Figure 2 Summary of brain activity in
Experiment 1, superimposed on a Montreal
Neurological Institute (MNI) coordinates
normalized T1 brain template, included in 
the SPM software distribution. Four different
statistical comparisons are displayed in different
color codes that denote the t-values of the
statistical tests (refer to key on the left).
‘Rhythmic-Rest’ and ‘Discrete-Rest’ in the
middle plots (a–c) demonstrate the main effects
of brain activity during ‘Rhythmic’ and ‘Discrete’
movement conditions. When there is overlap
between the two contrasts, the Overlay Color
Legend on the left of the panels is used to
highlight the degree of overlap. ‘Rhythmic-
Discrete’ shows brain areas where rhythmic
movement has stronger activity than discrete
movement. Only areas that were active in
‘Rhythmic-Rest’ were permitted to contribute 
to this contrast by using the active voxels 
of ‘Rhythmic-Rest’ as an inclusive mask.
Analogously, ‘Discrete-Rhythmic’ displays areas
that showed significantly more activation than
rhythmic movement, using ‘Discrete-Rest’ as an
inclusive mask. The right plot of all three panels
shows the Rhythmic-Discrete and ‘Discrete-
Rhythmic’ contrasts in isolation for the sake of
clarity (no overlap is possible); Table 2 lists the
coordinates of these differential activations. The
left plot in all panels superimposes the activities
from the other plots in the panel to allow an easy
comparison of activation locations. (d) The major brain areas of interest are shown on a rendering on the left hemisphere; the areas and color coding
correspond to the contrasts in the rightmost images of a–c. All results shown are statistically significant at a level of P < 0.05, corrected for multiple
comparisons within the entire brain volume. AC, anterior commissure; PC, posterior commissure; VAC, vertical line perpendicular to the AC-PC, passing
through the AC; PAC, vertical line perpendicular to the AC-PC, passing through the PC. All other abbreviations are as in Table 2.
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A R T I C L E S

the case of BA44 and the ipsilateral cerebellum, were affected by a
potentially larger effort involved in the discrete movement condition
in Experiment 1.

Given the distinct activity of PMdr, BA7 and BA47 in discrete
movement even in the stringent control Experiment 2, we believe that
these results provide strong evidence to refute the hypothesis that
rhythmic movement is generated with the help of the discrete move-
ment system: in other words, RA ⊇ DA is not supported.

Experiment 3
Experiment 3 examined whether the cognitive effort of self-pacing of
randomized discrete movements could have contributed to the differ-
ence of brain activation between discrete and rhythmic movement.
Essentially, we repeated Experiment 1 with auditory pacing from a
metronome that provided the movement frequency in rhythmic move-
ment, and the randomized movement onsets in discrete movement, by
means of a change in pitch frequency (see Methods section). We also

examined two different pacing frequencies, 1.43 Hz and 2.14 Hz. This
experiment obtained qualitatively the same results as Experiment 1
(Tables 1 and 2). Because the difference in movement frequencies in the
two sound conditions only affected the intensity of activation in some
areas, anatomical locations averaged over all sound sessions and sub-
jects are shown (Table 2). As can be recognized from the t-values, except
for pre-SMA and RCZp, contralateral cerebral brain activations in
metronome-paced movement were, in general, significantly lower than
in self-paced movement, a difference that seems to be common when
comparing self-pacing and external pacing38.

DISCUSSION
Approaches to understanding the neural and behavioral basis of arm
movements have been traditionally divided into two separate fields:
one focusing on rhythmic pattern generators1 and the other on visu-
ally guided trajectory formation of reach and grasp movements10,11,16.
Consequently, both fields have developed computational models of
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Table 2  Anatomical localization of differential brain activity from all experiments

Exp. 2: DiscreteRest– Exp. 3: DiscreteSound–
Exp. 1: Discrete-Rhythmic RhythmicRest RhythmicSound

Area Hemisphere x y z # t x y z # t x y z # t

BA 10 Right 28 46 18 239 ***8.79

BA 47 Left –44 17 –6 189 ***9.64 –46 14 –1 ## ***4.66 –44 17 –6 153 **6.52

BA 47 Right 40 17 –3 406 ***8.75

BA 40 Left –45 –44 47 514 ***8.22 –50 –46 48 64 **3.94 –44 –46 52 145 *3.19

BA 40 Right 48 –36 47 489 ***11.59
61 –33 31 513 ***11.10

BA 9 & BA 44 Left –59 9 20 152 ***9.03 0 –53 6 37 12 **4.18

BA 9 & BA 44 Right 50 15 25 187 ***7.17

BA 7 Left –14 –67 51 92 ***7.43 –12 –69 50 24 **3.54 –14 –66 49 10 *2.95

BA 7 Right 32 –63 51 493 ***10.9

BA 8 Right 53 14 40 248 ***8.64

Cereb. uvula Left –24 –69 –25 63 ***6.74

Cereb.

culmen/tuber Left –40 –52 –29 463 ***11.33

Cereb.
culmen/tuber Right 40 –54 –29 150 ***8.31 0 50 –54 –29 131 ***5.99

PMdr Left –26 0 48 365 ***11.35 –32 8 51 54 *2.99 –36 1 55 414 ***7.36

PMdr Right 26 3 51 743 ***14.45

Pre-SMA Left –2 5 55 429 ***11.88 –2 11 55 ## ***4.62 –2 8 51 339 ***13.63

Pre-SMA Right 2 9 55 682 ***11.95

RCZp Left –2 12 43 223 ***11.54 –2 25 34 ## ***4.49 –4 14 45 369 ***15.56

RCZa Right 4 23 32 187 ***9.43

RCZp Right 2 12 45 265 ***12.09

Exp. 2: RhythmicRest– Exp. 3: RhythmicSound–
Exp. 1: Rhythmic-Discrete DiscreteRest DiscreteSound

Area Hemisphere x y z # t x y z # t x y z # t

CCZ/SMA Left –4 –11 54 134 ***7.32 –2 –7 50 17 *2.84 –2 –19 45 64 *3.35

–2 –21 42 99 ***6.39 –10 –25 40 134 ***5.10

Cereb. culmen Right 22 –49 –16 633 ***9.73 26 –51 –16 ## *3.29 26 –47 –16 633 ***9.39

M1/S1 Left –38 –22 56 ### ***15.00 –34 –16 62 ## *3.61 –38 –21 54 ### ***15.52

Localization was done using Cartesian x,y,z coordinates of the atlas of Talairach and Tournoux43. #, number of 2 × 2 × 2 mm voxels in a cluster as determined by SPM at P < 0.05
(corrected for multiple comparisons for the volume of interest; see Methods). t, t-value (Student t-test) for the most activated voxel in a cluster. ***P < 0.0001, **P < 0.005, 
*P < 0.05. Owing partially to large cluster sizes (Figs. 2 and 3), brain coordinates between experiments seem to have more variance than was actually present, as it is highly
random which voxel in such large clusters happens to be the most activated one. Rows in boldface type denote areas that are directly involved in the control of the right wrist: 
that is, the left cerebral and the right cerebellar hemisphere. In Experiments 2 and 3, we focused our analyses only on these regions. Abbreviations30: CCZ, caudal cingulate zone;
RCZ, rostral cingulate zone, consisting of anterior (RCZa) and posterior (RCZp) portions; SMA, caudal portion of the supplementary motor area, corresponding to SMA proper; pre-
SMA, rostral portion of the supplementary motor area; M1, primary motor cortex; S1, primary sensory cortex; PMdr, rostral part of the dorsal premotor cortex; PMdc, caudal part 
of the dorsal premotor cortex; cereb., cerebellum; BA, Brodman area; BA 7, precuneus in parietal cortex; BA 8, middle frontal gyrus; BA 9, middle frontal gyrus; BA 10, anterior
frontal lobe; BA 47, inferior frontal gyrus; BA 40, inferior parietal cortex; BA 44, Broca’s area.
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A R T I C L E S

arm movement generation that differ in philosophy: pattern generator
theories seek an explanation for behavioral phenomena more in the
self-organization of coupled nonlinear dynamic systems, whereas dis-
crete reaching and grasping movements were explained more in the
formal framework of optimal control. For the sake of a coherent the-
ory, models of pattern generators were extended to account for dis-
crete movement as a special case, and models of discrete trajectory
formation incorporated rhythmic movement as a particular imple-
mentation. Because of these different philosophies, there is rather little
interaction between researchers from these competing fields.

To determine whether discrete and rhythmic arm movements
have a common neural basis, in the experiments reported here we
investigated the difference in brain activation between rhythmic and
discrete single-joint wrist movement in a functional neuroimaging
experiment. Our principal finding is that whereas rhythmic move-
ment activated only a small number of unilateral primary motor
areas (M1, S1, PMdc, SMA, pre-SMA, CCZ, RCZp and cerebellum),
discrete movement activated a variety of additional contralateral
nonprimary motor areas (BA7, BA40, BA44, BA47, PMdr and
RCZa) and, moreover, showed very strong bilateral activity in both
the cerebrum and cerebellum. Control experiments examined
whether in discrete movement the much more frequent movement
initiation and termination and the associated cognitive effort could
account for the observed differences. Only BA40, BA44, RCZa and
the cerebellum were potentially involved in such issues, which left

BA7, BA47 and PMdr, as well as a large
amount of bilateral activation, as unique
features in discrete movement. Because
rhythmic movement activates significantly
fewer brain areas than discrete movement,
there does not seem to be support for the
concept that rhythmic movement is gener-
ated on top of a discrete movement system:
that is, rhythmic arm movement is not com-
posed of discrete strokes.

Given that rhythmic movement is not a
special case of discrete movement, it might
be that discrete movement is a special case of
rhythmic movement, indicated by RA ⊆ DA,
as detailed earlier. Rhythmic movement is
accompanied by stronger activity in M1/S1,
SMA, CCZ and the ipsilateral cerebellum
(Fig. 2 and Table 2). However, all these acti-
vations can also be found in discrete move-
ment, just to a lesser degree (Fig. 2), and
BOLD activity in these areas is affected by the
amount of movement in an experimental
condition32,38; our own data, by comparing
the fast with the slow sound sessions in
Experiment 3, showed similar movement
rate dependencies. Thus, within the range of
our current fMRI recordings, RA ⊆ DA is
supported, and discrete movement could
indeed be generated with the help of the
rhythmic movement system.

Our results have an interesting parallel to a
recent review on brain activity seen in associ-
ation with timing40. Here, the authors argue
that there are distinct brain structures
involved in tasks depending on whether these
are characterized more by automatic or more

by cognitive control. Automatic control primarily draws on primary
motor circuits, whereas cognitive control requires additional pre-
frontal and parietal areas. For example, central pattern generators
would be a suitable candidate for the generation of timing in auto-
matic tasks, whereas memory and attention systems are also involved
in cognitively controlled tasks, which require more elaborate timing,
such as is necessary in complex movement planning. From this view,
one would intuitively classify rhythmic movement as automatic con-
trol and discrete movement as cognitive control, and our data pro-
vides perfectly matching empirical evidence to support this view even
in as simple a movement as wrist flexion-extension.

In summary, our data provides the first empirical evidence that dis-
crete and rhythmic movements, even when performed with the same
single joint, use very different brain circuitries. Single-joint discrete
movement activates the same brain areas as have been found to be
activated in complex reaching and pointing experiments, indicating
that, even in such a simple discrete movement, higher-level planning
areas are recruited. In contrast, rhythmic movement shows much less
cerebral brain activity: that is, only contralateral areas that are known
to be major motor areas are activated, but no known higher planning
areas. From a theoretical point of view, this reduced activity in rhyth-
mic movement is not surprising, as rhythmic pattern generation is
computationally much easier to realize (a pair of mutually inhibitory
leaky-integrator neurons suffices41) than the more complex accelera-
tion and deceleration profiles of discrete movement. The brain activa-

NATURE NEUROSCIENCE VOLUME 7 | NUMBER 10 | OCTOBER 2004 1141

Figure 3 Summary of brain activations of Experiment 2. (a) The middle plot in both rows shows the
main effects of ‘RhythmicRest’ and ‘DiscreteRest’ from Experiment 1 as a comparison, that is, the
red, yellow and orange activations are the same as in Figure 2. ‘DiscreteRest–RhythmicRest’ (blue)
shows brain areas where the ‘DiscreteRest’ condition has stronger activity than the ‘RhythmicRest’
condition. Similarly, ‘RhythmicRest–DiscreteRest’ (green) denotes brain activity where ‘Rhythmic-
Rest’ had more activity than ‘DiscreteRest’. Activations are statistically significant at P < 0.05
corrected for multiple comparisons for the spatial hypotheses created from Experiment 1 (see
Methods). Color bars on the left of the figure indicate the magnitude of t-values. The left plot
superimposes the middle and right plot. The figure should be compared to brain areas in Figure 2.
(b) Brain areas where the ‘RhythmicRest’ condition has stronger activation than the ‘Rhythmic’
condition. Only areas that were active in ‘Discrete-Rest’ from Experiment 1 were permitted to
contribute to this contrast by using the active voxels of ‘Discrete-Rest’ as an inclusive mask.
Activations are statistically significant at P < 0.05 (uncorrected for multiple comparisons; see color
bars on the left of figure for t-values).
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A R T I C L E S

tion in rhythmic movement may thus indicate areas that could be
involved in a cortical pattern generator, and SMA, pre-SMA, RCZp,
CCZ and the cerebellum might be of particular interest in this respect.
Further neuroimaging and electrophysiological studies are needed to
elucidate the details of these circuits. Notably, the entire functional
rhythmic movement circuit is included in the discrete circuit, leaving
open the possibility that discrete movement is indeed based on modu-
lating the original pattern generator loop, for example, by smoothly
aborting the rhythmic movement after half a period. The areas that
are specific to discrete movement only, that is, PMdr, BA7 and BA47,
could contribute to the timing and required memory of such opera-
tions40. However, our current data do not provide further details on
this issue. As an alternative to assuming that the rhythmic movement
circuit is part of the discrete circuit, some recent data provide evidence
of the coexistence of rhythmic and discrete movement in single-joint
elbow flexion-extension23,24 tasks, thus supporting the hypothesis
that rhythmic and discrete movement might be separate circuits.
What our data strongly support, however, is that rhythmic movement
is not based on the use of the discrete movement systems. Thus, in
order to fully understand the neurobiological mechanisms of discrete
movement, it may first be necessary to better understand those of
rhythmic movement, or to consider rhythmic movement as a separate
fundamental movement primitive that requires distinct neurophysio-
logical realizations and theoretical modeling.

METHODS
Task. Participants performed flexion-extension wrist movements with their
right hand while lying supine in an MRI scanner. Head movements were
restrained by vacuum beanbag pillows (Olympic Medical) surrounding the
head, neck and shoulders. The right arm was strapped in a pronated orienta-
tion into a horizontal cast so that only the wrist could be moved freely.
Flexions and extensions were performed in a vertical up-and-down movement
that avoided any impact with the scanner bore. Visual feedback from the wrist
movement was blocked by a paper screen. Participants were given a roughly
table tennis ball–sized paper ball to hold such that the fingers of the hand were
constrained in a well-defined posture. Through a tilted mirror, a rear-projec-
tion screen outside of the scanner was visible to the participants. During each
movement condition, the name of the condition was displayed on the screen;
no other cues were given during the experiment. The experimenter continu-
ously monitored the correctness of participants’ movements through a video
camera outside of the scanner. The experimental procedure was approved by
the local institutional review board.

Experiment 1. Eleven participants performed in Experiment 1, which followed
an epoch-based design with three movement conditions. Each condition was
performed for 30 s and pseudo-randomly repeated four times in one session.
Two sessions were collected for each participant. The movement condition
‘Rhythmic’ involved a continuous, smooth alternation between flexion and
extension of the wrist at the participant’s individual comfort frequency, usually
chosen in the order of 1.5 Hz within a 60–80° angular amplitude. The move-
ment condition ‘Discrete’ required moderately fast and discrete point-to-point
movements, either from flexion to extension if the wrist was previously flexed,
or from extension to flexion if the wrist was previously extended. The partici-
pants were instructed to perform a movement amplitude of about 80% of the
possible movement range, and the movement speed was kept about the same as
during one half-cycle of the oscillatory movement. Participants were trained to
randomly insert a pause between individual discrete movements (on the order
of up to 1 s long) and to avoid a periodic triggering of discrete movements.
Thus, about 30–40 discrete movements were performed in a 30-s block. The
third movement condition was ‘Rest’, that is, no movement at all. Figure 1 illus-
trates a typical realization of the movement conditions.

Experiment 2. This experiment similarly used an epoch-based design with
four movement conditions and had six participants. Each condition was per-
formed for 30 s and was pseudo-randomly repeated four times in one session.

Two sessions were collected for each participant. The movement conditions
‘Rhythmic’ and ‘Rest’ were the same as in Experiment 1, whereas the move-
ment condition ‘RhythmicRest’ was the same as ‘Rhythmic’, except that partic-
ipants paused the rhythmic movement five times at random, but with
sufficiently long intervals (on the order of approximately 4–6 s) such that a 30-
s trial included six start and stops of the rhythmic movement. Movement con-
dition ‘DiscreteRest’ consisted of only six discrete movements, using random
but sufficiently long (about 4–6 s) pauses between the individual discrete
movements. Thus, the number of start-and-stops was balanced between the
‘RhythmicRest’ and ‘DiscreteRest’ conditions, and the actual amount of move-
ment time in ‘DiscreteRest’ was very short compared to ‘RhythmicRest’.

Experiment 3. This experiment was identical to Experiment 1, except that sound-
pacing was used instead of self-initiated movement. Through their headsets, sub-
jects could hear a metronome beep at a certain frequency. The beep was presented
with the same frequency in all conditions of a session, that is, ‘RhythmicSound’,
‘DiscreteSound’ and ‘RestSound’. In ‘RhythmicSound’, the pitch of the beep of the
metronome alternated between a high and a low value, such that one period of
rhythmic movement corresponded to two beeps, that is, one high- and one low-
pitch beep. In ‘DiscreteSound’, a high-pitch beep signaled participants to initiate
a new flexion or extension movement, whereas a low-pitch beep signaled them to
finish this flexion or extension movement and/or not to move. During the inter-
val between two discrete movements, the low-pitch beep continued to be pre-
sented in a rhythmic fashion. Thus, discrete movement could be triggered in a
randomized fashion by inserting high-pitch beeps at random times in the
metronome beep sequence. In ‘RestSound’, only low-pitch beeps were presented
rhythmically. Eleven subjects performed two sessions each, one using a 1.43-Hz
metronome frequency and one using 2.14 Hz. These frequencies corresponded to
either 0.71 Hz or 1.07 Hz of rhythmic movement and were determined in pilot
experiments outside of the scanner, such that movement was not perceived to be
too slow or too fast by the subjects. These frequencies also allowed a reasonably
high time resolution to trigger discrete movements.

Participants. Seventeen neurologically normal, fMRI-experienced subjects
(25–43 years of age; seven females and ten males) participated in the two
experiments. Each participant gave informed written consent before the
experiment. Participants were trained outside of the scanner until they could
perform the experimental conditions properly. Pseudo-random pauses
between discrete movements were initially trained with the sound cue used in
Experiment 3. On average, 10 min of training sufficed for participants to
become comfortable with the tasks.

Behavioral data acquisition. For six subjects, we recorded wrist movement
kinematics outside of the scanner for all experimental conditions using a
Sarcos Sensuit (Sarcos Inc.), an exoskeleton that directly measures joint angu-
lar data with Hall effect sensors. Position data was sampled at 100 Hz.

Behavioral data analysis. Position data was first centered by subtracting the
mean of each trajectory, then numerically differentiated to obtain movement
velocities, and digitally low-pass filtered with a second-order Butterworth fil-
ter using a 5-Hz cutoff frequency. By analyzing amplitude and zero crossing
information of both position and velocity data, we extracted descriptive statis-
tics of the movement, such as amplitude, period, peak velocity, the number of
movements and the number of start and stops in rhythmic movement, as well
as amplitude, peak velocity, movement duration, number of movements,
number of start and stops, inter-movement period and inter-movement vari-
ability of discrete movement.

Amplitude, period and peak velocity were extracted for every flexion or
extension movement individually and then averaged across the trial. The
number of movements was the sum of the number of flexions plus the number
of extensions per trial. Similarly, the number of starts and stops was the sum of
the number of movement starts plus the number of movement stops per trial.
Inter-movement period was defined as the time between two consecutive dis-
crete movements, and inter-movement variability was the standard deviation
of the inter-movement period, which indicates how randomly a discrete
movement was triggered.

Each statistic was first extracted in a trial-specific manner, and then aver-
aged across all subjects.
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A R T I C L E S

Acquisition. Experiments were performed on a 4.0-Tesla Varian Siemens
UNITY INOVA whole-body imaging system equipped with whole-body
shielded gradients to obtain BOLD contrast functional images. Twenty-four
contiguous axial slices were used to image the entire brain. Functional data were
collected using navigator echo-corrected T2*-weighted segmented gradient
echoplanar imaging (24 slices; 64 × 64 resolution; 20 cm in plane field of view
(FOV); time to echo (TE) of 15 ms; volume acquisition time of 5 s; and a voxel
size of 3.1 × 3.1 × 6 mm). Functional data were superimposed on prepared high-
resolution three-dimensional inversion T1-weighted anatomical images of the
brain (64 slices; 256 × 256; TE of 6.2 ms; time to relaxation of 11.4 ms) using a
phase reference image that corrected for high-field geometric distortions.

MRI analysis. Data analysis was performed with SPM2 (Wellcome Department
of Cognitive Neurology). First, motion artifacts in all functional images were
removed by realigning images to the first functional image of each session.
Second, anatomical images were co-registered with functional images. Third,
anatomical images were stereotactically transformed to a standard template in
SPM, and this normalization was applied to all co-registered functional images.
As we noted that SPM did not achieve very accurate normalization in some
subjects, we manually corrected the normalization parameters when needed
with an additional affine transformation that used major brain landmarks
(commissures, overall brain dimensions and sulci) as normalization criteria. To
enable cross-subject analyses, standardized images were spatially smoothed
with a 6-mm (full width at half maximum) Gaussian filter (other filter sizes
were explored without an effect on the results of our experiments being
observed). Before statistical data analysis, voxel time series were temporally
high-pass filtered (120 s cutoff period) to remove slow trends in the data, and
temporally low-pass filtered with a hemodynamic response filter42. Global scal-
ing of the functional data was applied to normalize activity across subjects and
different scanning days. Areas of significant change in the brain were deter-
mined using t-statistics (SPM{t}) in a fixed-effects analysis and a box-car design
of the conditions, convolved with the hemodynamic response function. We
used the effective degree of freedom adjusted for analysis of fMRI data42. In
assessing the statistical significance of activations, we corrected for multiple
comparisons based on Gaussian random field theory in terms of spatial extent
at a threshold of P < 0.05 for all experiments. Either the entire brain
(Experiment 1) or more focused spatial hypotheses (Experiments 2 and 3) were
used (see below). For reporting spatial locations of activation, we used the atlas
of Talairach and Tournoux43, derived from the Montreal Neurology Institute
(MNI) coordinates in SPM by a coordinate transformation44.

For the analysis of Experiment 1, when determining differences between dis-
crete and rhythmic activity, we always applied an additional mask according to
the main effects of the movement condition of interest. For the contrast ‘Discrete-
Rhythmic’, we applied the mask ‘Discrete-Rest’ as an inclusive mask to ensure that
only voxels that were truly active in discrete movement would be eligible for con-
tributing to findings in ‘Discrete-Rhythmic’; analogously, for ‘Rhythmic-
Discrete’, we used the mask ‘Rhythmic-Rest’. Masks were determined as the areas
of activation at a threshold of P < 0.05 corrected for multiple comparisons in the
entire brain volume; no spatial extent threshold was applied to eliminate very
small activation clusters, as all activations were of significant cluster size (Table 2).

For the analyses of Experiment 2 and Experiment 3, we used SPM’s small
volume correction feature to determine statistical significance45. For this pur-
pose, activated brain areas from Experiment 1 (obtained at P < 0.05 corrected
for multiple comparisons in the entire brain volume and masked as described
above) were extracted with the MarsBaR toolbox of SPM46. The individual
regions were converted into spatial hypothesis masks. Contrasts for
Experiment 2 and 3 were first determined at P < 0.05 uncorrected, and subse-
quently we applied small volume correction with the help of the MarsBaR
masks for every area that was active in Experiment 1. Thus, we determined
which of the areas of Experiment 1 were active/inactive in Experiments 2 and
3. Significance was determined at P < 0.05 corrected for multiple comparisons
within the spatial hypothesis mask; no spatial extent threshold was applied.
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Because of a production error, some numbers were replaced by ## signs in Table 2 on page 1140. The corrected version appears below.
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Table 2  Anatomical localization of differential brain activity from all experiments

Exp. 2: DiscreteRest– Exp. 3: DiscreteSound–
Exp. 1: Discrete-Rhythmic RhythmicRest RhythmicSound

Area Hemisphere x y z # t x y z # t x y z # t

BA 10 Right 28 46 18 239 ***8.79

BA 47 Left –44 17 –6 189 ***9.64 –46 14 –1 196 ***4.66 –44 17 –6 153 **6.52

BA 47 Right 40 17 –3 406 ***8.75

BA 40 Left –45 –44 47 514 ***8.22 –50 –46 48 64 **3.94 –44 –46 52 145 *3.19

BA 40 Right 48 –36 47 489 ***11.59
61 –33 31 513 ***11.10

BA 9 & BA 44 Left –59 9 20 152 ***9.03 0 –53 6 37 12 **4.18

BA 9 & BA 44 Right 50 15 25 187 ***7.17

BA 7 Left –14 –67 51 92 ***7.43 –12 –69 50 24 **3.54 –14 –66 49 10 *2.95

BA 7 Right 32 –63 51 493 ***10.9

BA 8 Right 53 14 40 248 ***8.64

Cereb. uvula Left –24 –69 –25 63 ***6.74

Cereb.

culmen/tuber Left –40 –52 –29 463 ***11.33

Cereb.
culmen/tuber Right 40 –54 –29 150 ***8.31 0 50 –54 –29 131 ***5.99

PMdr Left –26 0 48 365 ***11.35 –32 8 51 54 *2.99 –36 1 55 414 ***7.36

PMdr Right 26 3 51 743 ***14.45

Pre-SMA Left –2 5 55 429 ***11.88 –2 11 55 250 ***4.62 –2 8 51 339 ***13.63

Pre-SMA Right 2 9 55 682 ***11.95

RCZp Left –2 12 43 223 ***11.54 –2 25 34 135 ***4.49 –4 14 45 369 ***15.56

RCZa Right 4 23 32 187 ***9.43

RCZp Right 2 12 45 265 ***12.09

Exp. 2: RhythmicRest– Exp. 3: RhythmicSound–
Exp. 1: Rhythmic-Discrete DiscreteRest DiscreteSound

Area Hemisphere x y z # t x y z # t x y z # t

CCZ/SMA Left –4 –11 54 134 ***7.32 –2 –7 50 17 *2.84 –2 –19 45 64 *3.35

–2 –21 42 99 ***6.39 –10 –25 40 134 ***5.10

Cereb. culmen Right 22 –49 –16 633 ***9.73 26 –51 –16 150 *3.29 26 –47 –16 633 ***9.39

M1/S1 Left –38 –22 56 1021 ***15.00 –34 –16 62 248 *3.61 –38 –21 54 1019***15.52

Localization was done using Cartesian x,y,z coordinates of the atlas of Talairach and Tournoux43. #, number of 2 × 2 × 2 mm voxels in a cluster as determined by SPM at P < 0.05
(corrected for multiple comparisons for the volume of interest; see Methods). t, t-value (Student t-test) for the most activated voxel in a cluster. ***P < 0.0001, **P < 0.005, 
*P < 0.05. Owing partially to large cluster sizes (Figs. 2 and 3), brain coordinates between experiments seem to have more variance than was actually present, as it is highly
random which voxel in such large clusters happens to be the most activated one. Rows in boldface type denote areas that are directly involved in the control of the right wrist: 
that is, the left cerebral and the right cerebellar hemisphere. In Experiments 2 and 3, we focused our analyses only on these regions. Abbreviations30: CCZ, caudal cingulate zone;
RCZ, rostral cingulate zone, consisting of anterior (RCZa) and posterior (RCZp) portions; SMA, caudal portion of the supplementary motor area, corresponding to SMA proper; pre-
SMA, rostral portion of the supplementary motor area; M1, primary motor cortex; S1, primary sensory cortex; PMdr, rostral part of the dorsal premotor cortex; PMdc, caudal part 
of the dorsal premotor cortex; cereb., cerebellum; BA, Brodman area; BA 7, precuneus in parietal cortex; BA 8, middle frontal gyrus; BA 9, middle frontal gyrus; BA 10, anterior
frontal lobe; BA 47, inferior frontal gyrus; BA 40, inferior parietal cortex; BA 44, Broca’s area.
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